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History
This software was originally written by Karl Rittger for his Ph.D. thesis (version 1.0, Rittger, 2012). That model treats radiation explicitly and uses a degree-day model for the turbulent terms (Brubaker et al., 1996). Much of the shortwave and longwave downscaling in this version is similar to version 1.0.

Ned Bair revised the code and made significant changes. Most notably, the resolution of the model was changed to MODIS (500 m) scale, the parallelization was changed such that workers process individual days, and sensible and latent heat fluxes were added to the model to make it a full energy balance model with surface temperature solved for at each time step.

[bookmark: _Toc310248790]Background information
This manual will not cover the theoretical background or underlying equations. We refer the reader to the following publications: Rittger et al. (2011); Rittger (2012); Bair et al. (2013); Bair et al. (2014); Bair et al. (2015). Instead this manual is provided as guide for running the reconstruction model.

[bookmark: _Ref436378076][bookmark: _Toc310248791]Overview
Reconstruction uses coarse-scale inputs, such as NLDAS (Cosgrove et al., 2003) or GLDAS (Rodell et al., 2004) forcing data, to simulate a full energy balance at a finer scale, e.g. 500 m.  From these energy balance terms, the amount and sign of potential melt energy is computed. The potential melt is converted into actual melt by multiplying with the fractional snow covered area. Snow water equivalent on the ground is then computed by computing the cumulative sum of melt in reverse during periods of continuous snow cover. Thus reconstruction provides an estimate of the ablation season up to the peak snow water equivalent, but is unreliable prior to the peak. The model currently runs in hourly time steps although output is aggregated daily.

[bookmark: _Toc310248792]Formats
For open-source compatibility, all inputs and outputs are in the Hierarchical Data Format version 5 (HDF5/H5, http://www.hdfgroup.org), except the LDAS forcing data, which is in the Gridded Binary format (GRIB, http://www.wmo.int/pages/prog/www/WDM/Guides/Guide-binary-2.html) and the intermediate downscaled energy balance output, which are in the MAT format (https://www.mathworks.com/help/pdf_doc/matlab/matfile_format.pdf).

[bookmark: _Toc310248793]Running reconstruction
The code can either be run as a function in MATLAB or as deployed MATLAB code from a command prompt (i.e. Powershell) on a Windows machine[footnoteRef:1],[footnoteRef:2]. Like the Time-space smoothing code, reconstruction is run in two main parts: [1:  Command prompt arguments are entered similarly to the MATLAB syntax but with no quotes, regardless of whether they are strings or numeric data, are separated with spaces instead of commas, and have no parentheses.
]  [2:  On Microsoft Azure, the drive letter, e.g. Z:\, is omitted.
] 


1) A computing-intensive part where the energy balance is downscaled. This is intended to be run with two levels of parallel computing. The first level is run on individual days using individual nodes. If these nodes each contain multiple cores, all of the cores are used in parallel to solve the energy balance (second level).

2) An aggregation part where the downscaled energy balance (potential melt) is multiplied by the fractional snow-covered area (actual melt) and then summed in reverse to estimate snow water equivalent (SWE) on the ground.

Because of the computational requirements, especially computing the snowpack surface temperatures, the downscaling and energy balance are designed to be run on a large parallel computing cluster. We use Microsoft Azure, hence the “azure” in the filenames.

[bookmark: _Toc310248794]Energy downscaling
Downscale_energy_azure creates downscaled energy balance values of potential melt and snow surface temperature in a specified directory for a given day. It is designed to be run as a parametric-sweep parallel process on multiple Azure nodes with each nodding working on a separate day.

MATLAB syntax:

downscale_energy_azure(sFileDay, sFile, topofile, landcoverfile, ldas_dir, ldas_dem_file, energy_dir)

Inputs:

sFileDay, scalar integer, e.g. 1-366, corresponding to the day in the snow-covered area cube for which the energy balance is to be downscaled. sFileDay is the suggested variable in the Azure parametric sweep task.

sFile, full path to H5 snow-covered area dataset in desired output size and projection[footnoteRef:3]. This h5 file is created using the Time-space smoothing code. We use MODSCAG (Painter et al., 2009) and MODDRFS (Painter et al., 2012) data as inputs into an updated time-space smoothing model (Dozier et al., 2008). The dataset must contain the following endmembers and snow properties: snow-covered area (0-1), grain size (in µm), and delta_vis (0-1). Each endmember/snow property size is : m x n x t, where m is the number of rows, n the number of columns, t the day index. For further reference see Time-space documentation. [3:   All fine-scale spatial datasets, i.e. everything except LDAS data, must be in the same size and projections.] 


topofile, full path to fine-scale H5 topographic dataset created by TopoHorizons. These data must include: elevation (m x n), slope (m x n), aspect (m x n), view factor (m x n), and horizon angles (m x n x a) where a is the index to the horizon angles (-90 to 90).

landcoverfile, full path to H5 fine-scale canopy dataset. These data include fractional canopy cover (m x n, 0-1) and corresponding vegetation type (m x n). At this point, only two vegetation types are supported: 1 – deciduous, 2 – coniferous.

ldas_dir, full path to coarse-scale LDAS forcing datasets in GRIB format. We use NLDAS or GLDAS. NLDAS covers the US at 1/8th degree resolution hourly; GLDAS covers the world at ¼ degree resolution every 3 hr. We use the NLDAS-2 Forcing A hourly data at 0.125 and the GLDAS-2 NOAH Forcing 3-hour data at 0.250 spatial resolution. The path name should point at the root of the LDAS forcing directory (do not include year), as retrieved from the National Aeronautics and Space Administration Goddard Earth Sciences Data and Information Services Center FTP site, e.g. ftp:// /data/s4pa/GLDAS/GLDAS_NOAH025_3H.020

ldas_dem_file, full path to H5 coarse-scale topographic data corresponding to LDAS forcing datasets. These data include: elevation, slope, and aspect of the coarse-scale data and are 2-d rasters in a geographic projection at the LDAS native-size.

energy_dir, full path for downscaling output which consists of t MAT files with yyyymmdd 8-digit ISO date names. Each file contains 24 images (each hour), i.e. m x n x 24 of Tsfc, snow surface temperature, in K, and M, potential melt, in W m-2.
[bookmark: _Toc310248795]Reconstruction
Reconstruction takes the output from the downscaling and computes melt and SWE for the dates in sFile.

MATLAB syntax:

reconstructSWE_azure(energy_dir, sFile, rFile, [‘maxswefile’ maxswefilename ‘watermaskfile’ watermaskfilename])
Inputs:
energy_dir, same as above

sFile, same as above

rFile, full path to H5 output file that will be created containing: swe – daily snow water equivalent on the ground from summed melt during periods when fSCA > 0, mm. As mentioned in Section 3, these values are only valid from peak SWE to melt out. melt – daily melt, mm.
 
Optional name-value pair [‘maxswefile’ maxswefilename]: peak SWE date raster in H5 format, m x n with values corresponding to t the index for days in sFile. Since reconstruction cannot be used to model SWE prior to its peak, peak SWE dates can be used as both an aid for analysis (to prevent analysis on pixels prior to the peak) and to limit and melt or accumulation prior to the peak. We have chosen to fix SWE at its peak for dates prior, but this is arbitrary. For instance, for peak SWE dates, we provide a time space cube of interpolated (and extrapolated) snow pillow measurements. The interpolations are then multiplied by the snow covered to spread the snow spatially (Dozier, 2011; Dozier et al., in review). If no maxswefile is given, peak SWE dates are ignored (set to day 1).

Optional name-value pair [‘watermaskfile’ watermaskfilename]: binary watermask in h5 format, with 1 indicating water, m x n. The remote sensing of snow cover suffers from false positive snow classification over water. Since it is difficult to model which lakes are open and which are frozen, we suggest water bodies, such as lakes, be masked out. If no watermaskfile is given, no pixels are masked.
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